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The dynamics of particles in multi-phase jets has been widely studied due to its importance for a broad
range of practical applications. The present work describes an experimental investigation on an initially
non-dilute two-phase jet, aimed at improving the understanding in this field. A two-color PDPA has been
employed to measure simultaneously the velocity and size of particles. The measurements are post-pro-
cessed to check the reliability of the results and to derive information on particle volume flux as an indica-
tion of their concentration. Acoustic forcing is applied in order to control coherent structures, which are
responsible for mixing and transport phenomena, and also to get phase-locked measurements. Phase-aver-
aged statistics enabled to freeze the jet structure, not visible in the time-averaged data. The results along the
jet centerline confirm that drag forces and the spread angle of the jet initially control particle dispersion,
very near the nozzle exit (x/D < 4). However, as the vortical structures evolve forming tongue-shaped struc-
tures, the total particle volume flux is augmented when these structures connect with the main stream
(x/D > 5). This is due to an increase of the number of smaller size particles, even when a decrease of the num-
ber of larger size particle is observed. Further analysis at five cross-stream sections across two consecutive
vortices confirm that small particles are convected around the coherent structure and then incorporated to
the main stream, increasing the particle concentration at the jet core. On the other hand, the number of lar-
ger particles (as well as their contribution to axial volume flux) starts to decay in regions of high azymuthal
vorticity. This behaviour is partly ascribed to the transversal lift force, associated to the large spatial gradi-
ents observed in these regions. Saffman and Magnus forces have been estimated to be comparable or even
greater than radial drag forces. The results suggest that the Saffman force might accelerate particles in radial
direction, inducing a high radial volumetric flow rate from high to low axial velocity regions.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction of the density ratio (qg/qp), and the Basset force is of the order of (qg/
The knowledge on particle concentration in multi-phase jets is an
important topic, due to its relevance for many industrial applications.
For instance, particle dispersion and concentration greatly influence
the performance and efficiency of combustion systems. In spite of sig-
nificant advances in computational methods, many experimental
investigations have been conducted on theseflowsinorderto improve
their understanding and explain some peculiar behaviors.

Maxey and Riley (1983) developed the general expression for the
fluid forces acting on a small rigid sphere. After the latter work,
many researchers scrutinized how particles behave in cases with
small ratios of gas and particle densities, frequently in dilute
regimes (i.e., low loading mass ratio). Maxey and Riley expressed
the particle acceleration in terms of the aerodynamic drag force,
the pressure gradient, the virtual mass induced drag, the weight
and the Basset history force. An order of magnitude analysis (Chung
and Troutt (1988), Sbrizzai et al. (2004)) has revealed that the forces
caused by the virtual mass and the pressure gradient are of the order
ll rights reserved.

do).
qp)1/2, while the drag (the dominant force) is of the order of charac-
teristic time ratio (tg/tp). In the present investigation, qg/qp < 5*10�4,
and, thus, the drag and gravity forces are considered as the relevant
terms in the particle motion equation, which takes the form

dup

dt
¼ �3

4
CD

dp

qg

qp
jug � upjðug � upÞ þ g ð1Þ

u(u,v,w) is the velocity, CD the particle aerodynamic drag coeffi-
cient, q is the density, dp is the particle diameter, and g is the grav-
ity acceleration. Subscripts g and p denote gas and particle
variables, respectively. Should lc and Uc be suitable characteristic
length and velocity scales, Eq. (1) can be rewritten in dimensionless
form as

du�p
dt�
¼ 1

St
ðu�g � u�pÞ þ

1
Fr
¼ FD þ Fg ð2Þ

St is the Stokes number, Fr the Froude number, and FD and Fg stand
for dimensionless drag and gravity forces, respectively. The star is
used for dimensionless variables.
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Fig. 1. Particle traveling in a shear flow. High spatial gradients or particle rotation
alter particle trajectory by Saffman and Magnus effects, respectively.

1 In the present work, phase-averaged (also called phase-locked) properties are
denoted by brakes ‘‘hi”. For time-averages the overbar will be omitted.
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Based on Maxey and Riley investigation, Chung and Troutt
(1988) proposed that particle dynamics in the near flow field of a
jet is controlled by large-scale structures. Martin and Meiburg
(1994) emphasized that idea. This motivated the use of acoustic
forcing in a number of works to control and enhance coherent
structures in order to gain further insight into particle dispersion
phenomena. Among others, Longmire and Eaton (1992), Lázaro
and Lasheras (1992a,b), and Swanson and Richards (1997), demon-
strated that particle concentration depends not only on particle
size but also on the flow field induced by large-scale structures.
For example, Longmire and Eaton (1992), using Particle Image
Velocimetry, PIV, and Aísa et al. (2002), using Phase Doppler Parti-
cle Analyser, PDPA, showed that particles with Stokes numbers, St,
up to �6, disperse more effectively in the flow field. This is consis-
tent with the value of St obtained by Martin and Meiburg (1994) in
a computational simulation. Moreover, Longmire and Eaton (1992)
found that the limit of St for particle dispersion increases up to 12
when external forcing is applied. Differences between both results
tend to confirm that large-scale structures play an important role
on the distribution of particles within the flow field. However,
the question pertaining to how the motion of particles in the near
field is affected by these structures still remains.

On the other hand, Lázaro and Lasheras (1992b) and Longmire
and Eaton (1992), among others, demonstrated that particles
altered the basic flow structure even for a dilute regime, and that
streamwise gas-particle slip velocity increased at the jet exit as
the particle mass loading ratio (defined as the ratio of particle to
air mass flow rates) became larger (Park and Chen (1989)).
Swanson and Richards (1997) also showed that the slip velocity
was higher when the gas-phase axial mean velocity increased at
the jet nozzle. It should be noticed that, as the slip velocity signif-
icantly departs from zero, the hypothesis that the Reynolds num-
ber, based on the relative gas/particle velocity, is much smaller
than unity, essential to used Stokes’ drag, is no longer fulfilled.

Although some investigators ascribed particle dispersion only
to aerodynamic drag (Longmire and Eaton (1992), Martin and
Meiburg (1994), and Anderson and Longmire (1995)), others like
Bagchi and Balachandar (2002a,b), Cherukat et al. (1999), Kurose
and Komori (1999), and You et al. (2003) observed that for locally
sheared flows the vortex structure might cause particle dispersion
through Saffman forces and Magnus effects. The latter were sug-
gested to significantly contribute to the radial particle dispersion.

In a previous work, Cerecedo et al. (2004) analyzed the changes of
flow structurecaused byforcing; their results indicated very large spa-
tial gradients of the axial velocities induced by the generated large-
scale structures. This suggested that both Saffman and Magnus effects
should be taken into account in the general particle motion equation,
specially for flows with spatial velocity gradients, G (See Fig. 1).

If the particle is convected along by a vortical structure and the
flow is directed downward, the axial and radial equations of parti-
cle motion for up and vp, respectively, are given by

mp
dup

dt
¼ �3

4
CD

dp

qg

qp
mpjug � upjðug � upÞ þmpg

mp
dvp

dt
¼ �3

4
CD

dp

qg

qp
mpjvg � vpjðvg � vpÞ þmpx2r � F ls � F lr

ð3Þ

where mp is the particle mass, x is the vorticity, and Fls and Flr are
the lift forces due to shear and to particle rotation, respectively.

The present work is aimed at describing gas/particle interac-
tions in the near flow field (where large-scale structures are visi-
ble) of an initially non-dilute two-phase jet. Acoustic forcing is
applied to enhance large-scale structures, and to get phase-aver-
aged (phase-locked) measurements. The initial loading mass ratio
is 0.3, corresponding approximately to 40% of that of a stoichiom-
etric mixture of a liquid hydrocarbon fuel. For the flow velocity,
particle characteristics and loading mass ratio used in this work,
a large axial slip velocity between phases is obtained at the nozzle
exit, where conditions for Stokes’ drag are therefore not fulfilled. In
order to freeze coherent structures phase-averaged statistics, de-
fined as the ensemble average of many realizations occurring at a
specific time phase in the forcing cycle, are obtained with a two-
color Phase Doppler Particle Analyzer (PDPA). Taking advantage
of the phase-locked measurements, particle concentrations along
the jet centerline and at five different downstream cross sections
corresponding to the spatial evolution of a vortical structure are
analysed in terms of the axial particle volume flux (wx) and radial
volumetric flow rate (gr). Some comparisons are made with the re-
sults obtained by Aísa et al. (2002), who measured time-averaged
variables for the same unforced jet. Conclusions are drawn on
how coherent structures can influence particle dispersion.

2. Experimental facilities

2.1. Jet rig

The experimental setup has been described in previous works
(Aísa et al. (2002), Cerecedo et al. (2004)), and only a brief remin-
der is provided here. The facility (Fig. 2) consists of an air supply
system, a nozzle with a contraction coefficient of 5.13, a methacry-
late chamber, and particle feeders (cyclone-like for tracers and
vibrating device for solid-particles). A compressor provides the
main air flow, the flow rate being measured with an orifice plate.
The air flows vertically downward through a pipe 77D long and
discharges through a nozzle (D = 12 mm) mounted inside the
methacrylate chamber. The latter has a square cross section of
480 � 480 mm2 and is 1.15 m long. The mean discharge air velocity
at the nozzle exit (U0) is fixed at 15 m/s for all the studied jets, with
a resulting Reynolds number of 1.2 � 104 based on the nozzle
diameter. A low velocity (0.2 m/s) secondary air stream (coflow)
is induced inside the chamber by a fan.

A loudspeaker, installed on the opposite side to the nozzle in
order to acoustically force the jet, is fed with a sine wave signal,
generated by a filtered train of pulses from a Transistor–Transis-
tor-Logic Circuit (TTL). To acquire phase-averaged measurements,
burst detection is inhibited at all times except during a 15� win-
dow, initialized on the 0� phase of the forcing signal. The same
TTL circuit is employed to inhibit the data acquisition, avoiding
time delays.

Cerecedo et al. (2004) pointed out that there exists a simple
statistical relationship between time-averages, �gðtÞ, and phase-
averages, hg(/)i,1 through the equation

gðtÞ ¼ 1
2p

Z 2p

0
hgð/Þid/ ð4Þ

Cerecedo et al. (2004) identified 400 Hz as the principal frequency
for the generated flow. Thus, the jet is acoustically forced at this fre-
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quency with a signal amplitude of 8 Vpp. The results from Aísa et al.
(2002) on the unforced jet are used for comparison.

2.2. Measurement system

Velocity and particle size measurements are performed with a
dual-beam TSI-Aerometrics PDPA interferometer, with a FFT signal
processor Mod. 3100. Forward scattering with detection at 30� from
the transmitter optical axis is used. The tracer for the gas-phase is
alumina powder (dA < 0.3 microns) and the solid-phase consists of
spherical glass beads with a measured density of 2340 (kg/m3);
the condition qg

qp
� 1 is fulfilled. The initial loading mass ratio

msolid�phase
mgas�phase

� �
is 0.3. This value is used for all tests reported here, and is

checked every 10 min, displaying time variations not greater than 7%.
Measurements of the solid-phase (velocity, size and transit

time of glass spheres) are made in the absence of alumina
tracers. Only for the measurements of gas velocities, the two-
phase flow is simultaneously seeded with both the tracers
and the glass beads. The particle discrimination method is ap-
plied in order to differentiate between tracer and solid-parti-
cles; comparisons between the results of both data files
indicates a maximum deviation of 7% in the mean axial veloc-
ities, of 1.8% in the rms of fluctuations and of 3.4% in Reynolds
stress values.

All data reported in the present work are post-processed in
order to diminish the velocity bias. The particle transit time is used
as the weight factor, ci, according to

Ucor ¼
P

ci � UiP
ci

ð5Þ
0
30 40 50 60 70 80 90 100 110
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Fig. 3. Diameter histogram of glass beads (solid-particles). Microscopy counting.
2.3. Particle conditioning

As a first step, particles were sieved to a nominal size band of
30 < dp < 110 lm. A sample of 2958 particles was observed through
an optical microscope, with a resolution of 5 lm. These results
were compared with those obtained with the PDPA at the jet cen-
terline, at 0.5D from the nozzle exit. Fig. 3 shows the diameter his-
togram as obtained with the microscope. A good agreement is
apparent in the mean diameter value for both microscope and
PDPA measurements (errors <0.1%); however, rms values display
significant deviations (�35%). This discrepancy is ascribed to
uncertainties in the measurement techniques (bias in the PDPA
technique, microscope resolution, appreciation errors, etc.), and
to the fact that some particles were not perfectly spherical
(�5%). Another important source of bias can be the particle focal-
ization at the jet exit, as it will be shown below. This high particle
density observed at the jet centerline causes some particle rejec-
tion that biases the arithmetic averages. Nevertheless, these results
are thought to provide an indication of the good quality of the
measurements.

In order to avoid statistical deviations due to low particle counts
results are grouped into 5 size classes, with the limits shown in

Table 1. The particle aerodynamic response time, tp ¼
qpd2

p
18l , assum-



Table 1
Particle size classes used in the present work

Particle size
classes (lm)

Mean diameter
(dmax–dmin)/2 (lm)

Particle
number

Percentage
number (%)

Equivalent tp in the
Stokes regime (ms)

30–65 47.5 466 15.75 6.5–30.5
65–75 70 1156 39.0 30.5–40.6
75–85 80 1047 35.40 40.6–52.2
85–110 97.5 289 9.78 52.2–87.4

For comparison with other investigations, the particle aerodynamic response time,
should Stokes regime be considered, is also shown.
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ing Stokes regime is also shown for comparison with other authors,
although conditions for its existence are not fulfilled in the present
work.

2.4. Particle volume flux measurements

One important parameter associated with the particle concen-
tration (Widmann et al. (2001) and Aísa et al. (2002), among
others) is the particle volume flux (w). It is obtained from the vol-
umetric flow rate as
wi ¼
1
T

X
i

p
6

d3
pi

Ai
ðcm3=cm2 sÞ ð6Þ

where dpi is the particle diameter of the ith class that crosses the
effective probe area Ai, and T is the total time period for the
measurement.

Post-processing based on the Generalised Integral Method
(GIM), proposed by Aísa et al. (2002), is applied in order to obtain
the corrected axial volume flux (wxi). In addition, the statistical
correction method for the count error due to multiple particles in
the probe volume, introduced by Roisman and Tropea (2000), is
also used; this compensates those signals rejected due to the high
particle density observed near the jet centerline, which underesti-
mate the actual particle number convected through the measure-
ment volume.

2.5. Radial volumetric flow rate calculations

A complete description of the particle distribution is achieved
by calculating the radial volumetric flow rate (gri [mm3/s]),
through a mass balance on the particles. Control volumes are con-
centric annular boxes bounded by two cross sections (Fig. 4).
r1 r2

( )12xi x,rm
•

( )22xi x,rm
•

( )211ri x,x,rm
•( )212ri x,x,rm

•

Fig. 4. Control volume used for calculation of radial flow rates.
Since the particle density is constant and neither particle break-
ing nor particle coalescence occur in the present flow, the mass
flux balance can be written as

m
	

riðr2; x1; x2Þ ¼ m
	

riðr1; x1; x2Þ þm
	

xiðr2; x1Þ �m
	

xiðr2; x2Þ ð7Þ

or, in terms of volumetric flow rates,

griðr2; x1; x2Þ ¼ griðr1; x1; x2Þ þ gxiðr2; x1Þ � gxiðr2; x2Þ ½mm3=s
 ð8Þ

with

gxiðr2; xjÞ ¼
Z r2

r1

wxiðr; xjÞ2pr dr ð9Þ

m
	

riðr1; x1; x2Þ is the radial mass flux through the inner cylindrical
surface, m

	
xiðr2; x1Þ stands for the axial mass flux that enters Section

1 and m
	

xiðr2; x2Þ for the axial mass flux that exits Section 2. gr and gx

are the volumetric flow rates in the radial and axial directions,
respectively.

3. Results

3.1. Jet injection conditions

The time-averaged axial velocity ðuðtÞ ¼ UÞ profiles of both the
gas and the solid phases at the nozzle exit are shown in Fig. 5a.
Velocities are normalized with the gas-phase velocity at the jet
centerline. Due to beam access limitations, the first measured sec-
tion is located 0.5D downstream from the nozzle. For comparison,
the unforced case (Aísa et al. (2002)) is also plotted. These results
confirm the good symmetry of the jet, and reveal the existence of
high axial slip velocities at the injection. This is consistent with
the idea that particle velocities are considerably lower than those
of the gas-phase because particles cannot follow the rapid fluid
acceleration in the nozzle. Particle velocities ranged from about
48% to 54% of those of the gas. Swanson and Richards (1997) have
observed that the axial slip velocity increases with the Reynolds
number based on gas velocity and diameter nozzle. Sakakibara
et al. (1996) have also reported axial slip velocities at the exit of
a lightly loaded forced jet, with particle velocities 55% of those of
the fluid.

Profiles of the phase-averaged axial velocity for both gas and
solid phases at the nozzle (not shown here) are similar to those
depicted in Fig. 5a. This behavior is consistent with the results of
Cerecedo et al. (2004) showing that the coherent fluctuation does
not influence the arithmetic mean when time-averages are
considered.

The profile of particle axial volume flux is shown in Fig. 5b. The
occurrence of particle focalization is apparent, and is also corrobo-
rated by flow visualization (Fig. 12 below). Hayashi and Branch
(1980) also observed a high particle density at the jet centerline
in a pioneer experimental study on a gas/solid two-phase jet with
ash particles (solid-phase mean diameter 24 microns). This result
reveals that jet forcing does not modify the distribution of particles
over the nozzle cross section, as Anderson and Longmire (1995)
have also observed for a similar jet.

Integration of the particle axial volume flux profile (Fig. 5b)
underestimates by 11% the mass particle rate actually injected.
This deviation is comparable to the uncertainty in the initial load-
ing mass ratio (7%), and can also be taken as a measure of the
uncertainty of the results reported in this work. In addition,
remarkable similarities between the unforced (Aísa et al. (2002))
and forced jets (present work) should be pointed out.

On the other hand, as expected, time- and phase-averaged re-
sults of the axial volume flux can lead to different results, as the
second includes only a fraction of the particles crossing the mea-
suring volume. This is confirmed by Fig. 6a, where particle volume
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flux is shown for the forced jet in terms of both time-averages (wx)
and phase-averages (hwxi), normalized with the time-averaged
value at the jet centerline (wxcl). However, this difference vanishes
when both are normalized with their own maximum value at the
jet centerline (see Fig. 6b).

The contribution of every particle size class (dpi) to the phase-
averaged volume flux is shown in Fig. 7a, where the results are nor-
malized by the total volume flux at the jet centerline found in the
window 0� < / < 15�. Since the volume flux is a function of the
particle diameter cubed (see Eq. (6)), Fig. 7b might be a better
way to present the results, with particle volume flux for each size
classes normalized by their own value at the jet centerline. Radial
profiles of the axial volume flux calculated in this manner are sim-
ilar, indicating a homogeneous particle distribution, as also found
by Hayashi and Branch (1980). Therefore, the probability to find
any particle size class at a fixed-point seems to scale with the max-
imum value encountered at the jet centerline.

Fig. 8 displays the phase-averaged rms fluctuations for both
axial (u0) and radial (v0) components. The single-phase flow is plot-
ted for comparison. As expected, very low rms values of both gas
and single phases are measured, due to the nozzle geometry limit-
ing the turbulence levels. Differences are noticeable only in the
outer zone of the jet.
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is divided by its own maximum value at the jet centerline.
The standard deviation of the particle (solid-phase) axial veloc-
ity is more uniform over this section, and significantly higher than
that for the gas. This behavior might be ascribed to the averaging
over all particle sizes, each one having a different mean velocity
(see Fig. 9), and is consistent with the results of Sakakibara et al.
(1996).

Although rms values are statistical parameters defined mathe-
matically in the same way for all particles (tracers and glass beads),
their meaning is somewhat different for the two phases. For gas-
phase measurements, the tracer (small particles) is considered to
move at approximately the gas-phase velocity and, thus, is indica-
tive of the velocity fluctuations as they are convected past the
measurement volume. On the other hand, rms values for the solid
phase are named as standard deviations in order to see the discrete-
phase from a Lagrangian viewpoint.

A more precise description is obtained when the results are
classified into different particle size ranges (as defined in
Table 1). The radial profiles of phase-averaged axial velocities are
shown in Fig. 9. The values are normalized with the velocity aver-
aged over all the size classes at the jet centerline (cl. all sizes). These
results emphasize the relationship between the particle size and
the axial slip velocity; the larger the size, the higher the axial slip
velocity. This is consistent with previous observations, reported by
Prévost (1994), Swanson and Richards (1997) and García (2000), on
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unforced jets. As mentioned before, differences between velocity
values for the various size classes are responsible for the high stan-
dard deviations observed in Fig. 8.

3.2. Evolution along the jet centerline

The evolution of the axial particle volume flux for each size class
along the jet centerline is shown in Fig. 10a. Using the results of
Fig. 7b, the particle volume fluxes are made dimensionless with
the maximum value at the nozzle exit for each particle size class
(hwxii0cl). A smoothing curve, generated by adjusting the experi-
mental data with a locally weighted Least Squares Method, is plot-
ted for comparison. As suggested by Cerecedo et al. (2004), such a
curve can be seen as the first approximation to the time-averaged
behavior expected in the axial volume flux, if all phases (0 6 /
6 360�) were averaged. Mathematically

1
2p

Z 2p

0
hwð/Þid/ ¼ wðtÞ ¼ wx ð10Þ

It is interesting to notice that the evolution of the phase-averaged
axial volume flux in Fig. 10a shows an oscillating, decaying trend
for all size classes, although the profiles are not similar. In fact, a
spatial delay between two peaks exists among the different particle
sizes (Fig. 10b and c). These oscillating patterns are similar to those
found for the evolution of gas and particle velocities along the jet
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Fig. 8. Radial profiles of the rms fluctuations at the nozzle
centerline (Fig. 11), and have a common origin. Since the phase-
averages are well correlated with the large-scale structures, the
amplitude and spatial locations of the peaks of axial volume fluxes
confirm that the particle concentration depends on the flow pattern
as well as on the particle size.

Although gas and particle velocities indicate that the effect of
large-scale structures is no longer appreciable beyond x/D � 9
(Fig. 11), oscillations in particle axial volume flux survive for longer
distances and only tend to vanish at the end of the studied zone.
This can be interpreted as clusters (groups of particles) traveling
together. This might explain the results of Hayashi and Branch
(1980), who reported concentrations that were independent of
particle size.

The evolution of phase-averaged axial volume flux along the jet
centerline (Fig. 10) also reveals another interesting effects. Distinct
behaviors can be identified as a function of the particle size:

	 The results obtained for finer particles (Fig. 10a and b) display
some particular features: (i) near the nozzle exit (x/D < 4) their
concentration decreases more rapidly along the jet centerline
than larger sizes, but displays higher values at the second peak
observed (4 < x/D < 6). This suggests that, at the very near flow
field, smaller particles are convected around the vortical struc-
ture and, then, some of them are reincorporated into the main
stream (the jet centerline); (ii) a directional classification due
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to the jet spread angle is thought to contribute to particle con-
centration very near the nozzle; and (iii) when x/D > 5, the
amplitude of oscillations (associated to the concentration)
decays faster than for larger sizes, likely because they are again
trapped in the vortex, are centrifuged outwards from the struc-
ture and forced away from the jet.

	 The remaining classes (Fig. 10c) depict similar qualitative evolu-
tions among them. However, it is interesting to note that as the
particle diameter increases: (i) oscillations show a delay in their
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Fig. 10. Evolution of the phase-averaged axial particle volume flux along the jet cente
(b) Comparison between the volume flux for the smallest and biggest particles. (c) Com
own amplifications (the highest peak moves downstream),
attributed to inertial effects (larger particles are more difficult
to accelerate); and (ii) subsequent peaks undergo an advance
in the spatial phase (peaks move towards the nozzle exit as
the size increases). This is consistent with observations made
by Sakakibara et al. (1996) in a lightly loaded jet.

Fig. 10d compares the smoothing curve (representing the
expected time-averaged trend – Eq. (10)) with the time-averaged
volume flux measured for both unforced (Aísa et al. (2002)) and
forced jets. On the other hand, time-averages (experimental) and
the smoothing (adjusted from phase-averages) display the same
pattern, with differences between them below 17%.

In general, the evolution of the time-averaged axial volume flux
(Fig. 10d) along the jet centerline displays a fast decay near the
nozzle exit (x/D < 4) for all cases. These results are in agreement
with those reported by Longmire and Eaton (1992) and Aísa et al.
(2002) even for phase-averages. This behavior is interpreted as a
directional classification caused by the injection at the nozzle. Pho-
tograph 12b shows that, initially, the particles exit the nozzle with
a wide jet spread angle, but this angle decreases rapidly down-
stream; Lázaro and Lasheras (1992a,b) have also observed these
features in a free shear layer.

After a rapid decay of axial particle volume flux near the nozzle,
significant differences between the unforced and the forced jets
can be seen in Fig. 10d. The unforced case shows a moderate, con-
tinuous change in the slope, probably associated with some disper-
sion effects due to the original jet spread angle, the gas turbulence
and particle collisions (García (2000)). On the contrary, in the
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Fig. 12. Photographs of the jets. (a) Only glass beads. (b) Alumina and glass beads
simultaneously.
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region 5 < x/D < 8, the time-averaged axial volume flux values in
the forced jet are higher than those for the unforced one. This
feature coincides with the high peaks observed in phase-averages
(Fig. 10a), associated with the return of small particles to the jet
centerline induced by vortical structures (centrifugal effects). The
opposite effect is observed downstream (x/D > 9). Should drag
force be the only mechanism responsible for the evolution of the
particle volume flux, both unforced and forced cases should show
rather similar trends and this increment would not have been
observed. The unforced and forced jets differ in the magnitude of
the coherent structures, at least in the near flow field. This leads
to think that vortices can play an important role in trapping smal-
ler particles, and convecting them along spiral trajectories; some
particles do return to the mean flow field, increasing the axial vol-
ume flux, while others are expelled away, reducing its concentra-
tion downstream. Chung and Troutt (1988), Lázaro and Lasheras
(1992b), and Martin and Meiburg (1994) have also observed this
effect in tongue-shaped structure, pictorially shown in Fig. 14.

Fig. 11 represents the evolution of phase-averaged axial volume
flux and axial velocities for all particle sizes, as well as gas-phase
velocities. The volume flux is normalized with its own maximum
value at the nozzle exit (0-cl), and velocities with the maximum
gas-phase axial velocity at the nozzle exit. These results indicate
that: (i) there is a clear synchronism between oscillations (both
in phase and wavelength); and (ii) the oscillations (differences
between peaks and valleys) in particle axial volume flux display
larger amplitudes than those for particle velocity. Thus, volume
flux oscillations must be likely and partially due to variations in
particle velocities. This is confirmed by the visualizations in Fig.
12, depicting concentration structures (cluster-like pattern) that
match the volume flux peaks.

3.3. Radial profiles within a vortical structure

Fig. 13 shows the radial semi-profiles of the time-averaged axial
volume flux. Data for x = 2.5D (30 mm), 5D (60 mm), 7.5D (90 mm)
and 10D (120 mm) have been taken from Aísa et al. (2002). Addi-
tionally, the time-averaged radial semi-profile at 3.75D (45 mm)
for the forced jet, measured in the present work, is plotted; this
axial location corresponds to the middle plane of two consecutive
peaks observed in phase-averaged axial volume flux (Figs. 10 and
11). The radial coordinate (r) is normalized with the radius at
which the axial volume flux is one half the value at the jet center-
line ðwðr1=2Þ ¼ 1

2 wclÞ.
The radial profiles in Fig. 13 display remarkable similarities as

the jet evolves. Only in the external zone of the jet, where vortical
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Fig. 11. Evolution of the gas and solid phase properties.
structures play an important role, the forced case (x/D = 3.75)
shows slightly higher values.

To follow a vortex, phase-averages are obtained at five different
cross-stream sections. As sketched in Fig. 14, variables at these sec-
tions (named S1, S2, S3, S4 and S5) are spatially correlated due to
the vortical structure.

Fig. 15 depicts a zoom at the jet core of the radial semi-profiles
of particle phase-averaged axial velocities. This zoom is necessary
to visualize the differences among the profiles. Gas-phase axial
velocities are used to normalize solid-phase axial velocities, so that
the magnitude of the axial slip velocities at each radial position can
be directly estimated. It is important to point out that the axial slip
velocities diminish in the jet core (r/D < 0.4) as the jet evolves, up
to section S3. After that, the axial slip velocities at the jet core
increase again (from S3 to S5). This indicates that the particle Rey-
nolds number (based on the relative slip velocity) is larger at the
jet core, in sections S1 and S5. The axial drag forces are, thus, not
negligible in these sections due to the large particle–gas relative
velocity. On the other hand, in the vortex core (0.5 < r/D < 0.8),
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the axial slip velocities are very low for all sections. These results
are opposite to those found by Sakakibara et al. (1996); the differ-
ence can be ascribed to the characteristics of the vortices generated
by the forcing and the loading mass ratio. In any event, axial drag
forces in the present work are less important inside the vortices
because of the low relative velocities.

Axial slip velocities increase again in the outer region of the jet
(r/D > 0.8), but the particle dispersion is probably due to its own
inertia and centrifugal forces (particles are propelled out the flow)
because here the particle velocity is larger than the flow velocity
and almost constant (Fig. 17d), as Sakakibara et al. (1996) also
found at the jet exit.

It is impossible to detect any solid particle beyond r/D > 0.7 in
section S1, whereas valid data for the solid-phase are obtained
up to much longer radial distances in the downstream section
(S2). This confirms that section S1 coincides with the vortex core
region, characterized by a low particle concentration as shown in
Photograph 12b.

The semi-profiles of the phase-averaged axial volume flux at the
same five sections are shown in Fig. 16. The results plotted in Fig.
16a are normalized as in Fig. 13. The time-averaged axial volume
flux at section S3 (x/D = 3.75) is also shown for comparison. In
Fig. 16b the absolute values are presented in order to analyse
behaviors that might be masked by the use of dimensionless vari-
ables. As a reference, absolute values of the phase-averaged radial
velocities of the particles are also displayed in Fig. 16c.
In general, no similarities can be appreciated among the radial
profiles of Fig. 16a. This is attributed to the different importance
of the various forces acting on the particles, depending on the
investigated section. This means that, probably, other particle dis-
persion effects besides inertia and drag might also be relevant. For
example, the profiles shown in Fig. 16a indicate the existence of a
selective process along the vortex evolution: at section S1, the
highest concentrations are detected at the jet centerline, deter-
mined by the exit conditions (particle focalization). However, a
peak appears at the edge of the vortex structure (r/r1/2 � 1.3). This
is indicative of a significant influence of the large-scale structures
in this region. Martin and Meiburg (1994) obtained a similar effect
in the computation of a mixing layer, observing a peak in particle
concentration near the vortex edge (the same region as in the pres-
ent work) due to some particles being aligned with the extensional
direction of the strain rate; this effect is observed even for particles
with St > 10.

Fig. 16a also reveals that, as the vortex evolves, the peak in par-
ticle concentration shifts slightly away from the jet core (more vis-
ible in Fig. 16b) and particles near the jet centerline move faster in
the radial direction (Fig. 16c). Again, particle concentration in the
jet core diminishes from S1 to S3 owing to some particles being
trapped and convected around by the vortex structure; axial vol-
ume flux increases from S3 to S5 as particles reincorporate into
the main stream. This increment does not occur outside the jet
core, where the axial volume flux continues diminishing.

As the next vortex structure is reached, particle radial velocity
decreases at the jet centerline. This is in agreement with the idea
that clusters are located in high strain regions (Fig. 12b), and that
centrifugal effects enhance particle dispersion (Lázaro and Lash-
eras (1992b), and Martin and Meiburg (1994)).

At the adjacent vortex structure (S5), particles concentrate at
the jet centerline as in section S1 (previous structure), but volume
flux values are lower (Fig. 16b). Some particles interacting with the
vortex structures are displaced away from the jet core, especially
those of larger sizes. However, in general, particle concentration
at S5 is higher than at S2, S3 and S4 indicating that a new particle
cluster is forming.

Fig. 17a–c present the semi-profiles of the axial volume flux for
different size classes at different sections. For comparison, gas-
phase axial velocity profiles are also included to observe the gas/
particle interaction pertaining to the flow structure. In order to dis-
cuss these results, the axial slip velocity profiles are also shown
(Fig. 17d). Phase-averaged axial volume flux is normalized with
the axial volume flux at the jet centerline (hcxiicl) for every particle
size. Radial position is again normalized with the nozzle diameter,
D, in all Figures to relate particle behavior to vortex structures.
Only sections S1, S3 and S5 are plotted, as results at S2 and S4
do not add significant information.

A decrease of the axial volume flux in section S1 near the jet
core for all particle sizes can be seen in Fig. 17a. This pinpoints
the influence of the initial conditions, since section S1 is quite close
to the nozzle exit (x/D = 3) and the jet spread angle is still visible
(photograph 12b). As the radial distance increases in section S1,
very important differences among size classes become apparent.
Concentration increases with particle size. In fact, large particles
show the highest axial volume flux values. It is worth noticing that
near the vortex edge (r/D � 0.4), concentration increases for all
particle sizes. Martin and Meiburg (1994) observed that as the par-
ticle size becomes larger, concentration diminishes in this flow
region. Should inertia or axial drag forces dominate particle mo-
tion, more gradual evolutions would be expected; thus, other
forces are thought to be also relevant in this region. Finally, in
the vortex core (0.5 < r/D < 0.8) particle concentration diminishes
and the Reynolds number also decreases due to lower axial slip
velocities (Fig. 17d). Therefore, although viscous effects are poten-
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tially important (low Reynolds number and high particle drag coef-
ficient, CD), gas and particles have similar velocities (hugi � hupi),
and, thus, axial drag forces can be discarded as the dominant
mechanism in particle dispersion inside the vortex core.

In section S3, remarkably similar profiles are obtained for all
size classes (Fig. 17b). Nevertheless, it should be noticed that the
maxima of the volume fluxes are slightly off the centerline, except
for the smaller size class. At this section (S3), the lowest slip veloc-
ity is also found at the jet core (Fig. 17d), indicating a closer cou-
pling of gas and solid phases and, therefore, small axial drag
forces. Since radial velocities are also low near the jet core, inertial
effects are expected to be an important mechanism contributing to
a significant particle concentration in these regions. On the con-
trary, higher radial velocities in the external zone of the main
stream (Fig. 16c) suggest that particle–vortex interactions are not
negligible in this region.

In section S5 (Fig. 17c), the axial volume flux profiles also depict
a gradual decay with the radial distance, but the maximum values
are located at the jet centerline for all size classes. The differences
among axial volume flux values increase again at larger radii, espe-
cially for the largest particles. Small particles show a more pro-
nounced decrease as the vortex core is reached, while the largest
ones display a weak attenuation. This behavior is similar to that
encountered in section S1.

In general, differences among size classes in particle axial vol-
ume flux are more apparent in sections with large spatial gradients
of the gas axial velocity (S1 and S5) than in those displaying lower
values. S1 and S5 are regions of high azymuthal vorticity and S3 is
a region of high strain. Spatial gradients of the axial velocity are
likely to have a strong influence on the mechanisms leading to
particle dispersion.

3.4. Radial volumetric flow rate along the vortical structure

Fig. 18 represents the semi-profiles of the radial volumetric
flow rate (gr) along the vortex structure. Between sections S1
and S2, the radial volumetric flow rate (gr) increases monotoni-
cally with the radial coordinate. The slope of the curve initially
augments with the radial distance, being much higher at the
edge of the vortex (0.3 < r/D < 0.5) than near the jet centerline;
this is followed by a progressive reduction in the slope at the
vortex core (0.5 < r/D < 0.8). As shown in Fig. 15, the slip velocity
between phases diminishes inside the vortex structure (0.5 < r/
D < 0.8); drag forces are, therefore, relatively small in those re-
gions, and, again, are insufficient to explain the change of slope
at r/D � 0.5.

Away from the vortex cores, the radial volumetric flow rate
diminishes. Some negative values are obtained near the jet axis be-
tween S3 and S4, which is in agreement with inward radial veloc-
ities observed in Fig. 16c. The negative values should be
interpreted as particles reincorporated to the main stream. This
feature can be explained in terms of the vortex captured in photo-
graph 12b where the tongue-shaped structures are already
connected with the main stream.
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Between sections S4 and S5 the radial volumetric flow is nega-
tive at every radius. This is an indication that the next cluster is
already reached and more particles are found in the final section
(S5) rather than in the initial section (S4).

The radial dispersion can be seen in Fig. 19 in terms of the radial
volumetric flow rate (gri) for different size classes. In general, these
results confirm that radial volumetric flow is driven by the vortex
structure; however, in this case neither centrifugal effects nor drag
forces are the dominant mechanisms since the higher radial volu-
metric flow values are found in the vortex core, where low flow
velocities are found.

Small radial volumetric particle flows and minor differences be-
tween size classes are detected near the jet centerline. However, as
the vortex core is reached, the radial volumetric flow increases in
region S1–S2 (Fig. 19a). In fact, the radial volumetric flow rate in
the vortex core is an order of magnitude greater than at the jet cen-
terline. These effects cannot be explained by inertial effects, be-
cause of the large particle acceleration observed in this region
(Fig. 16c).

A discrete increase in the radial volumetric flow rate with the
radial coordinate is also observed between the other two sections
(Fig. 19b). Comparisons with Fig. 19a suggest that very few parti-
cles leave the control volume.

Especially interesting is the behavior observed in Fig. 19c. The
radial volumetric flow rate of larger particles shows slightly nega-
tive values at r/D � 0.2, implying that more of those are detected in
section S4 than in S3. This is in agreement with Sakakibara et al.
(1996) and with Fig. 10a–c, where the larger the size the higher
the spatial delay in concentration.

In general, particles move away from the jet centerline, even
when radial flow velocities are negligible. The particle dynamics
is more intense in the vortex core and observations strongly sup-
ports the idea that the inertial and drag effects may not be as
important as previously thought in these regions.
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3.5. Radial forces acting along the vortical structure

The presented results tend to suggest that there may exist dis-
persion mechanisms, other than those classically considered, espe-
cially in the vortex core. Bagchi and Balachandar (2002a,b),
Cherukat et al. (1999), Kurose and Komori (1999) and You et al.
(2003) have observed that spatial gradients of the axial velocities,
as those measured in the vortex core, may induce particle disper-
sion through Saffman and Magnus effects. This seems to coincide
with the present findings in which the drag force in the vortex core
regions is apparently not important. In order to gain further in-
sight, the relative magnitudes of these effects acting on the parti-
cles located in this region are analyzed, comparing its magnitude
with the radial drag force exerted by the vortical structures.

Fig. 20 depicts the Reynolds numbers (Re) calculated at sections
S1 and S5, where large spatial gradients of gas-phase axial veloci-
ties (Fig. 17a and c), and high radial volumetric flow rates are de-
tected (Fig. 18). In general, the relative Reynolds number is high
and, thus, conditions for Stokes drag (Re� 1) are not fulfilled.
However, very low axial slip velocities are found in the core of
vortical structures, and it is, therefore, expected that particles
and vortex interact for a significant period of time (compared to
the characteristic flow time).

Based on the work of Maxey and Riley (1983), the particle aero-
dynamic and flow characteristic times take the simplified form for
large qp/qg ratio

tp ¼
3
4

CD

dp
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Fig. 19. Semi-profiles of radial volumetric flow along the vortex structure. Different size
and

tg ¼
lc
Uc
¼ b1=2

uo ð12Þ

b1/2 (the radial location where the velocity is one half of that at the
jet centerline: hui(b1/2) = 0.5�h uicl) has been selected as the charac-
teristics length of the turbulence and u0 (the phase-averaged axial
rms fluctuation of the gas-phase) as the characteristic velocity.
The drag coefficient is calculated including the Oseen correction,

CD ¼
24
Re

1þ 3
16

Re
� �1=2

; Re ¼ dpjug � upj
m

ð13Þ

which is valid for Re < 100.
The particle characteristic time is not expected to be a constant:

it varies as the gas-particle relative axial velocities change.
Fig. 21 represents the Stokes number, defined as the ratio be-

tween the particle aerodynamic and flow characteristic times,
St = tp/tg, at sections S1 and S5 and for every size class. These re-
sults can be helpful to assess the role of the different mechanisms
influencing the particle motion. For example, the magnitude of the
relative Reynolds number (Fig. 20) in the vortex core suggests that
the sign of the radial Saffman force changes, causing the particles
to travel from high to low velocity zones (Kurose and Komori
(1999), Bagchi and Balachandar (2002a)). This is contrary to the
expected behavior sketched in Fig. 1.

On the other hand, the high Stokes number observed in Fig. 21
indicates a slow particle response to flow fluctuations. Moreover,
the high spatial gradients of the axial velocity detected in the
gas-phase lead to speculate that lift forces due to Saffman and
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classes. (a) From S1 to S2. (b) From S2 to S3. (c) From S3 to S4. (d) From S4 to S5.



0

10

20

30

40

50

60

70

0 0.2 0.4 0.6 0.8 1 1.2

Re-30-65um
Re 65-75 um
Re 75-85 um
Re 85-110 um

r / D

a

0

10

20

30

40

50

60

70

0 0.2 0.4 0.6 0.8 1 1.2

Re 30-65 um
Re 65-75 um
Re 75-85 um
Re 85-110 um

r / D

b

Fig. 20. Relative Reynolds numbers at sections with high spatial gradients of the axial velocity. (a) Section S1. (b) Section S5.

480 L.M. Cerecedo et al. / International Journal of Multiphase Flow 35 (2009) 468–483
Magnus effects might play an important role in the dispersion of
the particles. Along this line of reasoning, Bagchi and Balachandar
(2002a) have analogously reported an important increase in the lift
coefficient, CL, for relative Reynolds number in the intermediate
range (5–100).

Since vortex shedding is acoustically forced at 400 Hz, the char-
acteristic time between two vortical structures is estimated to be
of the order of 2.5 ms. According to Bagchi and Balachandar
(2002a), the rotational motion reaches equilibrium faster than
the translational one, and the characteristic time of 2.5 ms might
be enough for the particle to attain a steady rotation induced by
the surrounding fluid. However, due to the impossibility to deter-
mine the particle rotation rate, Xp, the two limit cases can be con-
sidered: particle rotating with the ambient fluid (Xp = 0.5G; G
stands for the dimensional shear rate of the surrounding flow)
and negligible particle rotation (Xp = 0).

In order to obtain an order of magnitude of both Saffman and
Magnus effects, it is first considered that the spatial velocity gradi-
ent in both sections S1 and S5 is linear for 0.5 < r/D < 0.8 (Fig. 17a
and c). In this region, the gradient is approximately GS1 = 5878.87
(s�1) and GS5 = 3827.3 (s�1) for S1 and S5, respectively.

The range of the main dimensionless parameters required to
evaluate Saffman and Magnus effects are presented in Tables 2
and 3 for S1 and S5, respectively. The following definitions are used
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Re ¼ dpurel

m
; ReG ¼

G � d2
p

m
; ReX ¼

Xpd2
p

m
¼ 1

2
ReG; e ¼

ffiffiffiffiffiffiffiffi
ReG
p

Re
;

s ¼ReG

Re

where urel = (hufi � hupi) is the axial slip velocity and m is the kine-
matic viscosity.

It is apparent from Tables 2 and 3 that neither the maximum
value for e nor the shear based Reynolds number, ReG, are small
compared to unity. This implies some corrections to the lift coeffi-
cient, CL, employed to calculate the Saffman force

FSaff ¼
1
8
pCLqd2

pu2
r ð14Þ

Taking into account the second-order Saffman force for moderate
values of e,

CL ¼
12:92

p
e� 11

8
e
ffiffiffiffiffiffiffiffi
ReG

p
ð15Þ

McLuaghlin (1991) has extended Saffman’s analysis, and Mei (1992)
has suggested for 0.1 < e < 20 the following expression

CL

CLðSaffÞ
¼ 0:3ð1þ Tanh½2:5Log10ðeþ 0:191Þ
Þð0:667

þ Tanh½6ðe� 0:32Þ
Þ ð16Þ
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Table 4
Estimation of the lateral lift force (FL) at section S1

Particle size
class (lm)

Position FSaff FMag FDr (radial) FLSaff/FDr FLMag/FDr

30–65 r/D = 0.5 3.6E-09 �9.0 E-10 1.0 E-08 0.33 �0.08
r/D = 0.58 3.0 E-09 �7.0 E-10 7.7 E-08 0.04 �0.01

65–75 r/D = 0.5 1.0 E-08 �2.5 E-09 1.7 E-08 0.67 �0.14
r/D = 0.58 1.0 E-08 �2.0 E-09 1.3 E-07 0.08 �0.01

75–85 r/D = 0.5 1.7 E-08 �3.5 E-09 2.0 E-08 0.86 �0.17
r/D = 0.58 1.5 E-08 �2.6 E-09 1.5 E-07 0.10 �0.02
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Moreover, Mei (1992) has also proposed the finite Reynolds number
approximations

CL

CSaff
¼

ð1� 0:3314 s
2

� �1=2Þe�Rep=10 þ 0:3314 s
2

� �1=2
; for Rep 6 40

0:0524 s�Rep
2

� �1=2
; for Rep > 40

8<
:

ð17Þ

On the other hand, the rotation induced lift force known as Magnus
effect is estimated by You et al. (2003). They have obtained an
approximate relationship for the lift coefficient, valid for
Rep < 68.4, in terms of the dimensionless rotational speed of a
spherical particle, X� ¼ Xpdp

2ur
< 5. The lift coefficient then takes the

form

CL ¼ Að1� BX� Þ ð18Þ

where

A ¼ 1:51þ 5:69 expð�Rep=18:62Þ þ 26:32 expð�Rep=3:65Þ

and B ¼ 0:56þ 0:37 exp �Rep � 0:5
26:39

� � ð19Þ

It is worth remarking that the numerical result of the Magnus force
obtained through Eq. (18) is very similar to that calculated taking
into account the lift coefficient determined by Bagchi and Balachan-
dar (2002a).

Both Saffman and Magnus forces are shown for sections S1 and
S5 in Tables 4 and 5, respectively. As a reference, the drag force
(FDr) in the radial direction,

FDr ¼
1
8
pqCDd2

pðhvif � hvipÞ
2 ð20Þ

is also calculated. The radial drag coefficient is estimated using Eq.
(13). The signs in Tables 4 and 5 denote the r-direction. Notice that
the radial drag force varies by an order of magnitude from point
r/D = 0.5 to r/D = 0.58. This can be explained by the high radial slip
velocities in sections S1 and S5 (see Fig. 22).

In addition, the results in Tables 4 and 5 indicate that the Saff-
man force is at least 4 times the value of the Magnus force. Hence,
in the present case the shear-induced force seems to be more
important than the rotation-induced one. This is consistent with
the results obtained by Bagchi and Balachandar (2002), Kurose
and Komori (1999) who observed that particle rotation (Magnus
effect) has a negligible influence on the total lift force. Further-
more, the calculations indicate that the Saffman force is compara-
ble or greater than the radial drag. In some instances, the Saffman
force can attain values up to 10% of those of the axial drag. The lift
Table 2
Parameters related to the Saffman and Magnus effects at Section S1

Particle size class (lm) Rep (max–min) ReG e (max–min)

30–65 27.5–8.9 0.884 0.105–0.034
65–75 40.8–12.8 1.920 0.108–0.034
75–85 47.5–15.1 2.508 0.104–0.033
85–110 59.3–20.8 3.726 0.092–0.033

The maximum value of (s = ReG/Re) is observed at the vortex core.

Table 3
Parameters related to the Saffman and Magnus effects at Section S5

Particle size class (lm) Rep (max–min) ReG e (max – min)

30–65 20.1–6.0 0.576 0.127–0.037
65–75 31.7–8.7 1.250 0.129–0.035
75–85 36.7–9.8 1.633 0.130–0.035
85–110 44.6–12.1 2.425 0.128–0.035

The maximum value of (s = ReG/Re) is observed at the vortex core.
force has, therefore, an important influence on the radial particle
dispersion, especially for large particles. This is consistent with
the experimental results observed along the jet centerline. More-
over, while Magnus force is directed toward the main stream,
Saffman force is directed in a positive r-direction instead.

As shown in Fig. 15, a low axial slip velocity is measured at the
vortex core (S1 and S5, 0.5 < r/D < 0.8). As a consequence, particles
detected within the vortex core at S1 are expected to remain for
distances of the order of one or several vortex diameters. The esti-
mated value of Saffman forces is considered a reasonable estima-
tion of the magnitude of the lift force over a significant period of
time (compared to the characteristic flow time). According to the
analysis performed, the order of magnitude of the Saffman lift is
comparable to that of the force required to cause the measured
change of radial velocity between sections S1 and S5.

Another important result from Tables 4 and 5 is that the Saffman
force is always directed towards the outer part of the jet, away from
the main stream. This is at odds with the numerical results of Bagchi
and Balachandar (2002b); they have computed the vortex-induced
lift force in a flow, which mimics the main features of the present
work. They have observed the Saffman lift and the Magnus force di-
rected always to the higher velocity stream. These differences might
be due to the fact that these authors have assumed that the vortex
rotates as a solid body but particles were held fixed and not allowed
to translate, while Longmire and Eaton (1992) and Cerecedo et al.
(2004) have demonstrated that this assumption is not completely
correct. The fact that particles do not translate could also make
important differences. In fact, Bagchi and Balachandar (2002b) have
recognized that their simulations did not exactly reproduce the
experimental observations because the idealised solid body rota-
tion is only a crude approximation and they suggest that their
findings should only be qualitatively compared. The results in Ta-
bles 4 and 5 are, on the other hand, consistent with the behavior ob-
served at the vortex core in the present work. Radial forces can
induce the large particle radial acceleration observed in Fig. 16c.
85–110 r/D = 0.5 3.2 E-08 �6.0 E-09 2.8 E-08 1.15 �0.21
r/D = 0.58 2.9 E-08 �4.8 E-09 1.9 E-07 0.15 �0.02

Comparison with the radial drag force (FDr (radial)). Force values are in Newtons
(N). The sign in lift force indicates the r-direction.

Table 5
Estimation of the lateral lift force (FL) at section S5

Particle size
class (lm)

Position FSaff FMag FDr (radial) FLSaff/FDr FLMag/FDr

30–65 r/D = 0.5 1.5 E-09 �4.7 E-10 7.3 E-10 2.04 �0.64
r/D = 0.58 6.1 E-10 �1.1 E-10 1.4 E-08 0.04 �0.01

65–75 r/D = 0.5 4.6 E-09 �1.3 E-09 1.8 E-09 2.60 �0.73
r/D = 0.58 1.9 E-09 �2.8 E-10 2.2 E-08 0.09 �0.01

75–85 r/D = 0.5 7.0 E-09 �1.8 E-09 1.4 E-09 5.01 �1.32
r/D = 0.58 3.0 E-09 �3.8 E-10 2.5 E-08 0.12 �0.01

85–110 r/D = 0.5 1.3 E-08 �3.2 E-09 9.3 E-10 14.25 �3.45
r/D = 0.58 5.7 E-09 �7.0 E-10 3.1 E-08 0.19 �0.02

Comparison with the radial drag force (FDr (radial)). Force values are in Newtons
(N). The sign indicates the r-direction.
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The reduction of large size particles in the axial volume flux sup-
ports the idea that they undergo pronounced radial displacements.

This analysis emphasizes the fact that shear flows can induce
non-negligible lateral forces as other researchers have proposed.
These forces can play a significant role as a particle dispersion mech-
anism. As a consequence, the understanding and modeling of parti-
cle dynamics in two-phase jets must include, besides an accurate
description of the large-scale structures, a correct treatment of Saff-
man and Magnus effects. Otherwise, particle dispersion and/or accu-
mulation phenomena might not be adequately reproduced, should
the gas-particle interactions be only ascribed to drag forces.

4. Conclusions

The influence of large-scale structures on particle dispersion in
the near field of a two-phase jet has been investigated. The flow
has been acoustically forced at 400 Hz in order to control large vor-
tices. Two types of statistics (time- and phase-averages) have been
used to derive relevant information on flow-particle interactions.
Time-averages have been selected to compare the unforced (Aísa
et al. (2002)) and the forced jets (present work). Phase-averages
have enabled freezing the jet structures and analyzing the local par-
ticle concentration at five sections along the spatial evolution of
two consecutive vortices. This has been effective to unmask some
particle dispersion mechanisms hidden by time-averages.

Although jet conditions at the nozzle exit are affected by parti-
cle focalization, the axial volume fluxes at the jet exit for all size
classes display similar profiles when normalized with their own
values at the jet centerline. This similarity has also been observed
in phase-averaged statistics. This can be interpreted as a homoge-
neous contribution of all particle sizes to the bulk particle mass
flux injected at the nozzle exit, consistent with the results of Hay-
ashi and Branch (1980).

The evolution of time-averaged axial velocities of the gas and
particles along the jet centerline suggests an important interaction
between both phases, involving different mechanisms. Very near
the exit nozzle (x/D < 4) and at the jet core, drag forces and a direc-
tional classification due to the jet spread angle drive particle con-
centrations. These mechanisms lead to an increase of the time-
averaged mean particle velocity and a fast decay of particle con-
centration, as Aísa et al. (2002) pointed out for the same but un-
forced jet. This feature has also been observed in the present
work for the instantaneous behavior along the jet centerline, using
phase-averaged results. However, once tongue-shaped structures
are connected to the main stream (as sketched in Fig. 14), an in-
crease in the axial volume flux by small particles that are con-
vected from the outer zone to the inner part of the jet has been
observed, with a decrease in the contribution of large size particles.

Time-averaged axial volume fluxes show similarities at differ-
ent sections across the jet for both the forced and unforced cases.
However, these similarities disappear when the instantaneous
structure of the jet is analyzed through the phase-averages. Rele-
vant conclusions can be drawn from the near flow field profiles
of axial volume fluxes and radial volumetric flow rates along a vor-
tical structure; in the region occupied by a vortex, the influence of
large spatial gradients of the axial velocity seems to be the most
important feature affecting the large particle dispersion.

Since the most important differences in axial volume fluxes have
been found insections with large spatial gradients of the gas-phaseax-
ial velocity, coinciding with the vortex cores where low slip velocities
are found, particle dynamics in these regions is thought to be con-
trolled by other mechanisms than drag. Saffman and Magnus effects
have been scrutinized in these sections displaying high radial gradi-
ents of axial velocities and, in order to gain further insight, the magni-
tudes of them have been estimated. In particular, the Saffman lift is
found to be comparable, or greater than radial drag forces in the vortex
core. Moreover, in some cases the value of the Saffman force can be up
to 10% of that of the axial drag. This implies that the lift force bears an
important influence on the radial particle dispersion, especially for
large particles. This is consistent with results observed along the jet
centerline. On the other hand, centrifugal effects disperse the smaller
particles, confirming previous observations by several authors.

The present results indicate that particle/flow interaction in the
jet outer region is largely driven by large-scale structures, and that
particle dispersion and/or accumulation phenomena cannot be
adequately explained if only drag forces are considered.
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